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0 zero Always equal to zero

1 at Assembler temporary; used by the assembler

unsigned mips\_cycle\_counter\_read() { 2-3 v0-v1 Return value from a function call

unsigned cc; asm volatile("mfc0 %0, $9" : "=r" (cc)); 4-7 a0-a3 First four parameters for a function call

}

return (cc << 1);

8-15 t0-t7 Temporary variables; need not be preserved

16-23 s0-s7 Function variables; must be preserved

24-25 t8-t9 Two more temporary variables
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26-27 k0-k1 Kernel use registers; may change unexpectedly

28 gp Global pointer

29 sp Stack pointer

30 fp/s8 Stack frame pointer or subroutine variable

31 ra Return address of the last subroutine call
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atomic\_inc:

ll $t0, 0($a0) # load linked addiu $t1, $t0, 1 # increment sc $t1, 0($a0) # store cond'l beqz $t1, atomic\_inc # loop if failed nop
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**Stack Management**

• The stack grows down.

• • Subtract from $sp to allocate local storage space.

Restore $sp by adding the same amount at function exit.

typedef struct {

int u; } \_\_attribute\_\_((packed)) unaligned;

• The stack must be 8-byte aligned.

• Modify $sp only in multiples of eight.

int unaligned\_load(void \*ptr) { Function Parameters

• Every parameter smaller than 32 bits is promoted to 32 bits.

• First four parameters are passed in registers $a0−$a3.

unaligned \*uptr = (unaligned \*)ptr; return uptr->u; }

• 64-bit parameters are passed in register pairs:

• Little-endian mode: $a1:$a0 or $a3:$a2.

• Big-endian mode: $a0:$a1 or $a2:$a3.

• Every subsequent parameter is passed through the stack.

***MIPS SDE-GCC C***

***OMPILER***

• • First 16 bytes on the stack are not used.

Assuming $sp was not modified at function entry:

• The 1st stack parameter is located at 16($sp).

• The 2nd stack parameter is located at 20($sp), etc.

• 64-bit parameters are 8-byte aligned.

**Return Values**

• 32-bit and smaller values are returned in register $v0.

• 64-bit values are returned in registers $v0 and $v1:

• Little-endian mode: $v1:$v0.

• Big-endian mode: $v0:$v1.

***MIPS32 V***

***IRTUAL***

***I***

***NTERFACE***

#include <stdio.h>

int asm\_max(int a, int b);

int main() {

int x = asm\_max(10, 100); int y = asm\_max(200, 20); printf("%d %d\n", x, y); }
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***ANGUAGE***

***F***

***UNCTION***

***D***

***EFINES***

\_\_mips MIPS ISA (= 32 for MIPS32)

\_\_mips\_isa\_rev MIPS ISA Revision (= 2 for MIPS32 R2)

\_\_mips\_dsp DSP ASE extensions enabled

\_MIPSEB Big-endian target CPU

\_MIPSEL Little-endian target CPU

\_MIPS\_ARCH\_CPU Target CPU specified by -march=CPU

\_MIPS\_TUNE\_CPU Pipeline tuning selected by -mtune=CPU C

int dp(int a[], int b[], int n)

***N***

***OTES***

{

int i; long long acc = (long long) a[0] \* b[0]; for (i = 1; i < n; i++)

acc += (long long) a[i] \* b[i]; return (acc >> 31); }
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***NSTRUCTIONS***
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***A***

***DDRESS***
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***PACE***

• Many assembler pseudo-instructions and some rarely used kseg3 0xE000.0000 0xFFFF.FFFF Mapped Cached

machine instructions are omitted.

ksseg 0xC000.0000 0xDFFF.FFFF Mapped Cached

• The C calling convention is simplified. Additional rules apply when passing complex data structures as function parameters. kseg1 0xA000.0000 0xBFFF.FFFF Unmapped Uncached

kseg0 0x8000.0000 0x9FFF.FFFF Unmapped Cached

• The examples illustrate syntax used by GCC compilers.

• Most MIPS processors increment the cycle counter every other cycle. Please check your processor documentation. useg 0x0000.0000 0x7FFF.FFFF Mapped Cached
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